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Research Objective

Methods
Study Design and Population Studied

• Population studied: Lumbar Imaging with Reporting of Epidemiology (LIRE)1 pragmatic randomized clinical trial, 4 US health systems.
• Adult patients (≥ 18 y/o) whose primary care provider ordered x-ray or MR of the lumbar spine.

• Study design: Reference standard of N=871 radiology text reports dated between October 2013 and September 2016, stratified 
sampling by study site and imaging modality (x-ray or MR); each report annotated for the presence / absence of 26 findings.

Natural Language Processing (NLP) Analysis
• Inter-rater agreement (Figure 3):

• Data: Subset of reference standard 
(N=800).
• Metric: Cohen’s kappa for each annotator 
pair.

• NLP algorithm evaluation (Figure 4): 
• Data: 20% of reference-standard for 
testing (N=174).
• Metrics: Sensitivity, Specificity, Area Under 
the Receiving Operating Characteristic (ROC) 
Curve (AUC) for each finding.

• Qualitative analyses (Table):
• Radiology report Text excerpts with 
examples of ambiguous and complex language.

Limitations
• Dichotomous NLP variables: We required human annotation and NLP predictions to be binary (0 or 1), however radiology reports describe varying degrees of certainty.
• Potential unaccounted heterogeneity: We developed a single framework across imaging modalities, but there could be modality-specific differences, for example certain findings can only be seen on MR and not x-ray.
• Clinical relevance: Our NLP algorithm evaluation metrics are based on accuracy compared to reference-standard annotations. The clinical relevance of using such NLP predictions in practice depends on the research question.

Results
To evaluate a natural language processing (NLP) system built with open-source tools for identification of lumbar spine imaging findings in magnetic resonance (MR) and x-ray radiology reports.

Annotation: Double review by 
independent clinicians, adjudication by 
senior neuroradiologist

Machine-learning NLP: Training and 
evaluation on separate subsets 
(80%/20% of reference standard 
dataset)

Conclusions
• The described 26 radiological findings related to LBP have substantial agreement from medical experts, and accurately identified by NLP as benchmarked by reference-standard annotations

• Machine-learned models provided substantial gains in model sensitivity with similar specificity, compared to rule-based models.
• NLP algorithm accuracy is affected by ambiguous language and compound findings. 

• Our results suggest that NLP algorithms and predictions can be integrated into large Electronic Medical Records (EMR) databases to identify patients with certain radiological findings related to 
LBP for clinical and research purposes.
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Figure 3. Distribution of 
agreement patterns in the 
annotated dataset. The 
findings are ordered by 
decreasing prevalence in 
the test set. Note: * after a 
finding indicates the eight 
findings commonly found in 
subjects without low back 
pain; ** indicates the six 
findings that are less 
common but are potentially 
clinically important.

Figure 4. Point estimates of 
sensitivity, specificity, and 
AUC of rule-based and 
machine-learning models 
for each finding as 
measured in a test set of N 
= 174. The findings are 
ordered by decreasing 
prevalence in the test set; 
black lines on each panel 
correspond to 0.90. Note: * 
after a finding indicates the 
eight findings commonly 
found in subjects without 
low back pain; ** indicates 
the six findings that are less 
common but are potentially 
clinically important. AUC, 
area under the receiver 
operating characteristic 
curve.

Figure 1. Flowchart illustrating 
steps involved in development of 
the NLP system on N = 871 
medical expert annotated x-ray 
and magnetic resonance reports, 
sampled from four health system 
sites. Note: A “feature” is a NLP 
terminology that is equivalent to 
the terminology “predictor” in 
statistical modeling; “extraction” 
refers to the process of creating 
predictors from free text. AUC, 
area under the receiver 
operating characteristic curve; 
NPV, negative predictive value; 
PPV, positive predictive value.

Figure 2. Examples of text-based predictors 
extracted from a radiology report snippet 
and used in machine-learned models. The 
phrase “no fracture” is used as a NegEx
predictor (keyword negated) for the model to 
classify fracture. The phrase “compresses 
the left S1 traversing nerve root” is used as 
a Regex predictor (keyword present) for the 
model to classify nerve root displacement or 
compression. The N-grams “central disc” 
and “lumbar” are used as predictors for all 
machine-learned models.

Table.Text Excerpts from Reference-Standard Dataset


