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Al at the Center of National Attention

THE WHITE HOUSE

Aims to promote the development and use of Al in a
ocroneR 50, 2025 manner that is safe@ﬂustworthy

FACT SHEET: President Biden Issues
Executive Order on Safe, Secure, and
Trustworthy Artificial Intelligence
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Emphasizes the ortance-of-collaboration with the
private sector, academia, and civil society to advance
the development and use of trustworthy Al.




Regulatory Landscape Changing Rapidly
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ensure nondiscriminatory access to health care. In addition to proposing revisicns to the Section 1557
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“Wild West” of Algorithms

“We have a Wild West of algorithms,” - Si-OMING
said Michael Pencina, coalition [CHAI] '
co-founder and director of Duke Al
Health. There’s so much focus on development
and technological progress and not enough
attention to its value, quality, ethical principles

or health equity implications.”
Politico, April 4, 2023




Al/ML Risks

Research

JAMA Internal Medicine | Original Investigation

External Validation of a Widely Implemented Proprietary Sepsis

Prediction Model in Hospitalized Patients

Andrew Wong, MD; Erkin Otles, MEng; John P. Donnelly, PhD; Andrew Krumm, PhD; Jeffrey McCullough, PhD;

Olivia DeTroyer-Cooley, BSE; Justin Pestrue, MEcon; Marie Phillips, BA; Judy Konye, MSN, RN;
Carleen Penoza, MHSA, RN; Muhammad Ghous, MBBS; Karandeep Singh, MD, MMSc

IMPORTANCE The Epic Sepsis Model (ESM), a proprietary sepsis prediction model, is
implemented at hundreds of US hospitals. The ESM's ability to identify patients with sepsis
has not been adequately evaluated despite widespread use.

OBJECTIVE To externally validate the ESM in the prediction of sepsis and evaluate its potential
clinical value compared with usual care.

DESIGN, SETTING, AND PARTICIPANTS This retrospective cohort study was conducted among
27 697 patients aged 18 years or older admitted to Michigan Medicine, the academic health
system of the University of Michigan, Ann Arbor, with 38 455 hospitalizations between
December 6, 2018, and October 20, 2019.

EXPOSURE The ESM score, calculated every 15 minutes.

MAIN OUTCOMES AND MEASURES Sepsis, as defined by a composite of (1) the Centers for
Disease Control and Prevention surveillance criteria and (2) International Statistical
Classification of Diseases and Related Health Problems, Tenth Revision diagnostic codes
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At a given risk score, Black patients are
considerably sicker than White patients, as
evidenced by signs of uncontrolled illnesses.
Remedying this disparity would increase the
percentage of Black patients receiving additional
help from 17.7% to 46.5%. The bias arises
because the algorithm predicts health care costs
rather than illness...”




We need to do better

Prediction Models — Development, Evaluation,
and Clinical Application

Michael J. Pencina, Ph.D., Benjamin A. Goldstein, Ph.D., and Ralph B. D’Agostino, Ph.D.

b “Given the number of emerging prediction models and their
E‘Sﬁﬁl& diverse applications, no single requlatory agency can review
furnin
ﬁsg;fé them all. This limitation, however, does not absolve models’
ii’%lib‘i;’,' developers and users from applying the utmost scrutiny in
Toaay, U
?g‘;’fgf demonstrating effectiveness and safety.”

health recor&s (EHRs) and the ever, does not absolve Iﬁodels’ rent chol-esterol guidelines, for I

standardization associated with developers and users from apply- example, are based on persons
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Principles for Responsible Al

Ensure that Al technology serves humans
Define the task we want the Al tool to accomplish
Describe what the successful use of the Al tool looks like

Create transparent systems for continuously testing and monitoring Al tools
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ABCDS Oversight Mission Statement

“Out of our primary focus on patient safety and high-quality care, our mission is to quide

algorithm-based clinical decision support (ABCDS) tools through their lifecycle by providing

governance, evaluation, and monitoring.”




Complex Environment

Different:
Skills

Knowledge bases

Resources available

Make up of project teams

CHAI" &



Evaluations Across Algorithm Lifecycle

Registration Registration Registration Registration

Evaluation on Evaluation on Evaluation on
retrospective prospective pre-specified
outcomes

Evaluations at
regular intervals

Silent Effectiveness General
development evaluation evaluation deployment

Bedoya et al., JAMIA. 2022; 1-6, https://doi.org/10.1093/jamia/ocac078
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People: ABCDS Oversight Committee

Co-Chairs: Director: Additional Committee Members:

ABCDS Oversight
Committee

M Pencina E Poon N Economou

ABCDS Implementation
and Monitoring
Subcommittee

ABCDS Evaluation
Subcommittee

ABCDS Regulatory
Advisory Subcommittee

Ops Team::

Co-Chairs: Co-Chairs: Co-Chairs:

A Parrish S Elengold S Ellison B Goldstein E Jelovsek A Bedoya C O'Brien

S Bessias N Walden

CHAI" 'E"i:l-"' m DukeHealth



Scope of ABCDS Oversight Framework

ABCDS Tool = Algorithm(s) + Interface Algorithms Are Presented In

All electronic algorithms that
could impact patient care at
Duke Health fall within the
scope of the ABCDS Oversight
Committee and must undergo
registration.

@ High Risk: Data-Derived

@ Medium Risk (e.g., Clinical Consensus)

@ Low Risk: Standard of Care

aF m DukeHealth

© 2024 Duke University School of Medicine. All rights reserved.



Duke ABCDS Oversight Portfolio Metrics

Active ABCDS Tools by Current Lifecycle Phase

ABCDS Model Registration and Review

20

15

Number of active tools* 10 l '
includes unreqistered ' '
( g ) Z I -

Number of active tools registered

Number of active tools evaluated

* Tools currently in use or proposed for use at DUHS (excluding retired, on hold)

'. I-I | | H
™ n.a Model Silent % General
ur Development Evaluation Deployment
II

m DukeHealth



Current

nal Uni~’

- Evaluation of Generative Al

- Expanding into Imaging Al

~ Assessment of value of Al tools



National Health Al Pledge
1. We commit to vigorously developing Al solutions to optimize

: . healthcare delivery and payment by advancing health equity,
Du,?[.ealth Prowders, Payers Slgn Pledge expanding access, making healthcare more affordable, improving

for Ethlcal, ResponSIbIe Al'in outcomes through more coordinated care, improving patient
Healthcare experience, and reducing clinician burnout.

)
& Mass

= General  (Qyer 25 health systems and payers have made
voluntary commitments to ensure that health Al leads . We will work with our peers and partners to ensure outcomes are

to fair, appropriate, valid, effective, and safe aligned with fair, appropriate, valid, effective, and safe (FAVES) Al

Brigham

EMORY " outcomes.

principles.
. We will deploy trust mechanisms that inform users if content is
b Imusc Heath Rt ) largely Al-generated and not reviewed or edited by a human.

b ST N G e T e . We will adhere to a risk management framework that includes
Vi (MBS N comprehensive tracking of applications powered by frontier models
Rl R LR Sl (A and an accounting for potential harms and steps to mitigate them.

+20 Others We will research, investigate, and develop swiftly but will do so

@ By Shania Kennedy . :
responsibly.




CHAI"
Who We Are

it

Over 1300+ Private Sector Organizations: Health Systems, Payors,
Device Manufacturers, Technology Companies, Patient Advocates

US Govt Partners: HHS, FDA, ONC, NIH, CMS, White House OSTP,
AHRQ, VA, NIST, CDC, OCR

Formally became 501¢6 non-profit in Jan 2024



CHAI"
Vision & Mission Statement

i

Our Vision is to be the trusted source for Responsible Health Al that
serves all of us.

Our Mission is to provide a framework for the landscape of health Al
tools to ensure high quality care, increase trust amongst users, and
meet health care needs.
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Over 1300 private sector organization members
Including Health Systems, Payors, Device Manufacturers, Technology Companies, Patient Advocates

Founding Members Industry Partners US Government Partners
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https://www.google.com/url?sa=i&url=https%3A%2F%2Fstanfordhealthcare.org%2Fdiscover%2Fadvancing-knowledge.html&psig=AOvVaw3D1tIQ-2kmCGRhpt5mgJ3K&ust=1705162130645000&source=images&cd=vfe&opi=89978449&ved=0CBMQjRxqFwoTCPCMmIye2IMDFQAAAAAdAAAAABAD

Implementation Guide Inspiration

Clinical Evaluation

FDA's Software as a Medical Device Q Valid Clinical Association S RT—aT

o . Is there a valid clinical . .
Clinical Evaluation (2017) ssocaion enveen your | pecsyomesaDcoreety | socurie, sl snd precis
r outpt and your process input data to generate § oput data achieve your intended
’ accurate, reliable, and precise purpose in your target population

httDS / / WWW fd a . g OV/ m ed Ia/ 1 O O 7 1 4/ d OWﬂ |Oad SaMD’z ()tiggifi‘i;:g?c-lh1ical output data? n the context of clinical care?

Figure 12 - Clinical Evaluation

@ Valid Clinical Association:

H ea |th I T. g OV Arg O n a Ut P rOj eCt for F H | R Is there a valid clinical association between Efarﬁi::azi?;zzlcgh Z:idence

your SaMD output, based on the inputs and e e
¢ Original clinical research

https ://WWW. fh i r. O rg /g u i d e S/a rg O n a u t/ ?fg;:g;ﬂ:i;ii?fgﬁ;ﬁiﬂgm SaMD's o ¢ Professional society guidelines

Examples of generating new evidence

https://www.healthit.gov/isa/collection-and- Dy that the ssoton bemveen ¢ Seconday dt s
] e Perform clinical trials
exchange-patient-reported-outcomes

condition 1s supported by evidence.

Note: All SaMD should demonstrate a valid clinical association.

Question: How do I “generate evidence”?

CHAI" &


https://www.fda.gov/media/100714/download
https://www.fhir.org/guides/argonaut/
https://www.healthit.gov/isa/collection-and-exchange-patient-reported-outcomes

BLUEPRINT FOR
TRUSTWORTHY Al
IMPLEMENTATION GUIDANCE

AND ASSURANCE FOR

HEALTHCARE
COALITION FOR HEALTH Al

VERSION 1.0 _APRIL 04, 2023




Privacy, Security
& Resilience

Core Principles of
Trustworthy Al

Explainability & Fairness
Interpretability & Equity

Beneficial & Effective
Testable

Accountability
& Transparency

Reliable & Robust
Usable

CHAI" &

https://www.coalitionforhealthai.org/papers/blueprint-for-trustworthy-ai V1.0.pdf



https://www.coalitionforhealthai.org/papers/blueprint-for-trustworthy-ai_V1.0.pdf

CHAI Work

AS Reporting

AS Guide :
Checklist .
afis
1I-
.
Pg'vacgi’t& Fairness Transparency Usefulness Safety c CHAI .
ecurity Work Group Work Group Work Group Work Group UL
Work Group
- Privacy-Enhanced - Fair w/ harmful - Accountable - Valid for accuracy, - Safety
- Secure bias managed - Transparent operability & meeting its
- Systemic - Explainable intended purpose and
- Computational - Interpretable benefit (clinical
- Statistical validation)
- Human-cognitive - Testable
- Reliable

.=
T™ “alaalks - Usable
or" - Robust/Generalizable
ik



Future Focus Areas CHAI" 4§

Standards and Tools Assurance Guide

Technical Implementation Guide
Extended scope and best practices for pharma, devices and payers

% Safety Surveillance
=4 and Monitoring

Large Language

- Nationwide Registry and

' Educational Content Models (LLMs) and
Catalog of transparency information Other Use Cases
Maturity Model
Health System’s Al
Readiness

Network of Quality Assurance Labs
Democratizing implementation




Coalition for Health Al

%E CHAI N\

2024 Work Groups

Standards & Guidelines (Predictive and Generative)

Testing & Evaluation Framework (Predictive and Generative)
Sector Specific Guidance (Payor, CDS, Administrative
Management, Life Science, Med Device, Direct to Consumer,
Public Health)

\_ /




Health Al Quality Assurance Labs
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A Federated Network of Labs - All Models are Local
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Al Quality Assurance Labs
The Challenge between External vs Local Evaluations

Health Al Developers & Implementer
Preparedness for Deployment of Health Al tools
Governance, independent evaluation, anti-bias policies, etc.

Health Al Tool Preparedness for Transparency
and Responsible Al practices
Model cards, health data sheets, documentation,
registration, etc.

Evaluation Sandbox to Assess Tool Robustness
& Performance
Data sharing platform, model report cards, monitoring
- dashboards
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Thank you
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